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Storefronts are central to how retailers convert passerby traffic into customers, yet rigorous

evidence on role of a storefront remains limited. Instead, retail models tend to emphasize proximity

to consumers as a predictor of retail traffic and sales. We examine the role of storefront visibility,

rather than location per se, in driving retail traffic by linking the staggered expansion of shared

bike networks in New York City and Boston with high-frequency cellphone mobility data on more

than 1000 retailers. New bike share stations create a plausibly exogenous surge in passerby traffic.

Using exact bike share station locations, we measure line-of-sight observability between stations and

storefronts. Our results show that only visible retailers experience significant gains in store visits

after the opening of a bike share station. Storefront features like informative signage and legible

fonts further amplify these effects. These findings highlight the marketing communications role of

storefront visibility.
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1 Introduction

The question of where firms choose to locate lies at the heart of both economics and marketing.

For nearly a century, research has examined how travel costs, population density, and competitive

positioning shape retail performance. Classic models by Reilly (1931), Hotelling (1929), and

Huff (1962, 1964), along with the applied frameworks of Applebaum (1965, 1966) and Applebaum,

Kornblau, et al. (1968), established that retailer success depends on being easy to reach by consumers.

Contemporary approaches continue this tradition, integrating consumer geography, travel costs, and

strategic entry behavior in order to link spatial differentiation and firm competition (Davis 2006;

Seim 2006; Jia 2008). Yet, these perspectives treat consumer exposure as incidental, overlooking

how being seen in the course of everyday consumer movement generates demand. An exception

arises in the marketing literature on servicescapes and atmospherics, which highlight the role of

exterior cues in shaping consumer perceptions (Bitner 1992). However, even within these areas

of literature, there remains a call for causal evidence from real-world settings (Lecointre-Erickson

et al. 2024; Pantano, Priporas, and Foroudi 2019).

Estimating how observability affects the consumer decision to visit a retailer is empirically

challenging. Firms face a trade-off between higher rents and high traffic and visibility, where more

observable and high-traffic locations tend to bring in higher rental costs (Aguirregabiria and Suzuki

2016). As a result, we expect sorting into retail locations. Better-performing firms can afford

premium lots with more passerby traffic, while firms which rely less on drawing in passerby traffic

can locate in areas with lower exposure. To isolate the causal effect of observability itself, we need

variation in the consumer exposure of a location that is independent of the firm’s endogenous own

choices.

We address the problem of firms self-selecting into more observable and profitable locations by

using plausibly exogenous expansions to the micromobility bike share networks in Boston and New

York City. An important feature of these bike share networks is that the users are required to pick

up and return the bicycle from a finite and fixed set of stations. An example of a bike share station

and its surrounding retailers is shown in Figure 1 where bike share users will complete their trip

outside a set of retailers.
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Figure 1 — A bike share station outside retailers in Boston

A Boston Bluebikes bike share station shown along Commonwealth Avenue. Any bike share users who wish

to use a bike must pick up and return the bike to any of the bike share stations within the network. Similar

to pictured above, there are often retailers located in the immediate vicinity of the bike share station. Image

collected from Google Street Maps on March 24, 2024.

Our paper combines data on bike share station openings in Boston and New York City with

cellphone mobility data to examine how nearby retailers benefit from increased passerby traffic

following the installation of a bike station. We also use mapping data and archival images of each

store to determine whether the store is visible from the station and to document changes in its

storefront appearance.

When a new station is added to the network, it draws riders to its exact position. As documented

by Kim and McCarthy (2024), micromobility can provide a lift to local businesses. They show

restaurants saw an increase in spend following the introduction of dockless scooters.1 Cellphone

1. In contrast, Wen et al. (2024) find that new bike share stations in Queens New York do not increase visits to
restaurants as measured in cellular mobility data. While our focus is on visibility rather than the overall effect, we
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mobility data allows us to observe monthly retail traffic for almost all retailers in Boston and New

York City, including those near the bike stations (Hou et al. 2025). During our study period of 2018

and 2019, Boston added 260 stations and New York added 230 (on top of 256 and 832 respectively).

To accommodate this staggered adoption of the treatment, we use the Callaway and Sant’Anna

(2021) group-time estimator.

Our identifying assumption is that the location of these bike share stations is exogenous to

changes in retailer demand within a short distance of the station over time. Our central results rely

on the weaker assumption that the location of these bike share stations is exogenous to changes in

demand to retailers whose storefronts are visible from the bike share station compared to retailers

that are similarly proximate to the station but whose storefronts are not visible.2

We find that retailers located within 100 meters of a new bike station receive a 3.8% increase

in monthly store visits. This is consistent with the results of Kim and McCarthy (2024) on the

impact of micromobility stations on restaurant demand. We then examine whether there are

differences between visible proximate retailers and other proximate retailers, to assess whether it is

the observability of the retailer rather than proximity per se that generates the increase in traffic

(Rogers 2003). We measure visibility by constructing a line-of-sight algorithm from open-source

publicly available data. Using a geospatial representation of each city, we determine where the

storefront is positioned on the retailer’s lot, and then check whether there exists a set of unimpeded

sight lines between the storefront and station.3 Retailers which have observable storefronts see an

average monthly visit increase of about 10% after six months, compared to an approximately 4%

point estimate increase for non-visible retailers.

To further assess the role of observability, we hand-collected archival images of each storefront

during our study period, and classified whether each storefront was informative, easy-to-read, and

well kept. Storefronts that are either uninformative, difficult-to-read, or poorly kept show little

include a discussion below of possible reasons why our results on the overall effect are different from theirs.
2. Locations were selected based on safety and network distribution requirements, as well as a considerable public

outreach effort (New York City Department of Transportation 2013a, 2013b; City of Boston Analytics Team 2024).
While retailers could participate through the public outreach effort, in our view it is unlikely that stations were chosen
to be visible specifically to retailers that anticipated an increase in traffic for reasons independent of the new bike
stations.

3. We provide more details of our algorithm and the data used in Section 4.1.
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change from the increase in passerby traffic when a bike share station opens nearby. These results

can be seen as a mechanism check on our visibility results, while documenting that several storefront

features, as hypothesized in the servicescapes and atmospherics literature (Kotler 1973; Baker

et al. 2002; Sample, Sevilla, and Haws 2025), affect retail traffic.

Overall, these findings highlight visibility as a critical but overlooked determinant of retail success.

Our results underscore that location decisions and exterior design strategies are complementary:

the visible storefront serves a marketing communications role, drawing passerby traffic more than

simple proximity as emphasized in discussion of channel strategy.

2 Related literature

The study of retail location has consistently focused on one key insight, successful locations

minimize the distance between stores and consumers. The earliest models, such as Hotelling’s

spatial competition model (Hotelling 1929) and the "Law of Retail Gravitation" (Reilly 1931),

established this principle by showing how proximity to consumers and market size influence demand.

Built on these deterministic models were probabilistic models such as the Huff Gravity Model

(Huff 1964), which recognized that consumer choice is not rigid but a probability depending on

both store size and travel distance. These theoretical concepts were complemented by practical

tools like the checklist and analog methods for site selection (Applebaum 1965, 1966; Applebaum,

Kornblau, et al. 1968). More recent empirical work continues this tradition, studying industries

like movie theaters (Davis 2006) and video retail (Seim 2006) to analyze firm equilibrium and

expansion strategies, demonstrating that local consumer density and competitive proximity remain

the determinants of retail success (Jia 2008). Wang and Goldfarb (2017) examine retail choice and

infer that storefronts serve as a billboard separate from proximity effects, as the opening of offline

stores lead to online sales.

As consumer mobility data has become more readily available through the rise of smartphone

location data, researchers are able to model the consumer retail decisions as a function of their

surrounding options (Hou et al. 2025). Modern tools allow for estimating diverse consumer preferences

for different location types (Athey et al. 2018), as well as following the consumer store visit decisions
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through their entire trip-chain (Miyauchi, Nakajima, and Redding 2025).

Separate from the consumer choice literature, a stream of research has focused on how managers

can shape the consumers’ store image by taking actions within the store. This research emphasizes

that, in addition to classical factors like location and price, the consumer’s choice is shaped by the

store’s "personality" (Martineau 1958). This personality is primarily conveyed through the store

environment itself. The atmospherics literature, as described by Kotler (1973), treats environmental

design, including color, layout, brightness, and broader sensory inputs, as a deliberate marketing

tool. The store’s image is subsequently formed through cue utilization (Mazursky and Jacoby 1986),

where consumers use information from the physical space to categorize the retailer. Subsequent

applied studies shaped how ambiance, design, and social cues shape consumers’ inferences about

merchandise and service quality (Baker, Grewal, and Parasuraman 1994), and these factors directly

influence store-choice criteria and patronage intentions (Baker et al. 2002). While these studies

often focus on actions taken within the store, a smaller literature focuses on actions outside the

store by examining storefront design and the influence this has on patronage. Lab studies of window

transparency and storefront design show that display content and execution influence entry and

product purchase, with effects varying by consumers’ category knowledge (Sen, Block, and Chandran

2002; Cornelius, Natter, and Faure 2010). Sample, Sevilla, and Haws (2025) show that consumers

prefer storefront designs which give insight into the product offerings. Thus the storefront plays a

role as a marketing communications tool.

Storefronts serve this role because they are easily observable. Rogers (2003) lists observability

as a key driver of the diffusion of new products, which Moore and Benbasat (1991) refines by

identifying two separate dimensions: visibility, the extent to which adoption is publicly seen by

others; and result demonstrability, the extent to which benefits of the product are tangible and easily

communicated. The visibility channel covers a body of research documenting how choices by others

influence consumer behavior. For example, informational cascades (Banerjee 1992; Bikhchandani,

Hirshleifer, and Welch 1992), productivity gains from observing and learning the actions of more

efficient workers (Mas and Moretti 2009; Chan, Li, and Pierce 2014), in-airline purchases (Gardete

2015), and adoption patterns for durable goods such as solar panels (Bollinger, Burkhardt, and
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Gillingham 2020; Bollinger et al. 2022) and hybrid vehicles (McShane, Bradlow, and Berger 2012).

Separate from the visibility social communication channel are the result demonstrability market-

ing communications channel. This type of visibility effect, where the consumer adopts the product

because the benefit itself is visible, is not the focus of our study.

Finally, our work relates to a literature examining connections between transportation networks

and urban amenities. Public transit expansions reduce travel costs and increase nearby property

values (Bowes and Ihlanfeldt 2001; Gupta, Van Nieuwerburgh, and Kontokosta 2022). Reducing

access costs has been seen to benefit tourist areas (Yang, Jiang, and Zhang 2021), and restaurants

(Gorback 2020). Particularly relevant to our study are papers in the micromobility space examining

the effects of bike share and scooter expansions. When deciding where to site bike share stations,

Kabra, Belavina, and Girotra (2020) find 80% of bike share ridership comes from users who are

within 300 meters of a bike share station. Kim and McCarthy (2024) show that the adoption of

dockless scooters by US cities increased restaurant spend.

Perhaps most directly related to our study, Wen et al. (2024) study the spillover effects of bike

share stations in Queens, New York. The authors use cellphone data to track the patronage at

restaurants, emphasizing the home location of the phone owners. They use difference-in-differences

to show the number of local patrons fall after the arrival of bike share stations, with no significant

change in distant patrons coming into to visit the Queens’ restaurants. In contrast to our study,

Wen et al. (2024) find a decline in retail traffic after the opening of bike share stations. Our results

may differ from theirs because they focus on stations on the peripheral of the city that may draw

people into downtown, while we have stations in both the central city and outlying areas. We also

have stations from two different cities and our main results emphasize retailers that are visible from

the bike station.

3 Data and setting

Data on retail traffic: We measure consumer decisions to visit retailers with cellphone mobility

data provided by Advan (formerly SafeGraph). The data provides monthly counts of the number

of total and unique visitors to all the points-of-interest within their sample. The Advan sample
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of consumers covers approximately 7% of U.S. mobile devices, and prior work shows that Advan’s

visitation measures are broadly representative of the U.S. population and business registry, and

are stable over time (Li et al. 2024). Following the empirical literature, we interpret monthly store

visits as a proxy for consumer demand and the number of people entering the store per month.

We focus on retailers following the definition of retailer used by Babar and Burtch (2024). These

are determined by the North American Industry Classification System (NAICS) codes outlined in

Table 2 and include restaurants, department stores, convenience stores, grocery retailers, pharmacies,

and other frequently visited consumer-facing businesses.

Data on bike share station entry: We observe bike share network expansions through completed

bike share trip data. We collect every bike share trip taken in the Boston Bluebikes and New York

City Citibike networks from January 2017 through December 2019 (Citi Bike / Lyft, Inc. 2025;

Bluebikes / Lyft, Inc. 2025).4 These data provide the start and end trip timestamps and exact

pickup and drop-off locations of the bicycle for each trip. In total, we observe 78.92 million bike

share trips. Importantly, this data provides the exact coordinates of each bike station, as well as

the date when the station is made open to the network. The latitude and longitude coordinates are

precise enough to locate the exact point along the street where riders will be finishing their trips,

which is essential for constructing our visibility measure.5 We present the set of bike share locations

prior to and through our sample below in Figure 2.

4. Our study focuses on Boston and New York City, but we identified seven other US cities that have substantial
bike share systems with public data on station locations: Chicago, Honolulu, Los Angeles, the Bay Area, Minneapolis,
and Washington DC. Data limitations make it infeasible to examine the relationship between station openings and
retail traffic in these cities. Listed below are the reasons we were unable to incorporate these cities in our analysis.
The Bay Area, Los Angeles, and Honolulu have docked and dockless bike share systems, meaning the start and end
points of rider trips are not consistent over time. Dockless bikes remove the requirement that bike trips must finish at
a fixed station, and riders can bike to their destination. Chicago and Philadelphia’s systems did not undergo large
enough expansions during the period in which we observe retail passerby traffic. Lastly, Minneapolis and Washington
DC have bike trip logs which do not provide the bike station’s coordinates. Their logs provide the station at the
nearest roadway intersection, which is not precise to identify visible and non-visible retailers.

5. In contrast, using data from press reports or public announcements of bike share station locations does not give
precise information on the location or the date of opening.
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Figure 2 — Expansion of bike share stations in (a) Boston and (b) New York City,
2018–2019.

(a) Boston Bluebike station locations

(b) NYC Citibike station locations

Each point in the above maps show the first time a bike share station is observed. The leftmost panel

shows bike share stations which existed prior to our study, these stations and their surrounding retailers

are omitted from the analysis. Points in the middle, and right panel show new station expansion points.

Bike share station entry data are collected using the General Bikeshare Feed Specification feed through their

respective Boston and New York City system data.

Data on retail visibility: In order to determine whether a retailer is visible from the bike

share station, we build a three-dimensional map of Boston and New York. We make use of the
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Census TIGER data to understand the roadway networks in both cities,6 as well as the Microsoft

US Building Footprints data to identify the locations of every building in each city. The building

footprint data are constructed from satellite images, where the building footprints are traced with

convolutional neural networks.7 We go into further detail about how we construct our visibility

measure in Section 4.1.

Data on storefront visible features: For each retailer in our data, we collected images of the

storefront with Google Street View. Google Street View images are captured longitudinally by

a Google Car’s 360-degree camera. We used the Street View “see more dates” feature to collect

historical images of the storefront during our period of study. For periods where the storefront was

observed outside of 2018 and 2019, we use the nearest capture date. The collected images allow us

to verify the retailer was actively present at the location claimed in our data during our sample

period. These data allow us to extract storefront specific features of the data which may heighten,

or dampen the consumers’ perception of the storefront.

In total, of the 840 retailers near a new bike share station in the Advan data, we found 283 were

either never present, entered, or had closed during the sample. Our research assistants flagged each

of these cases, and cross-referenced the case with secondary sources. These sources include online

reviews and news articles. We estimate our main results dropping these firms, and show robustness

to including these firms in online appendix. We reach the same qualitative conclusions when we

keep these firms, but find attenuated results likely due to the inclusion of empty and non-retail

properties.

4 Empirical strategy

We use bike share network expansions as plausibly exogenous shifts in passerby traffic. We then

compare the change in monthly store visits for retailers before and after a bike share station opens

nearby. We emphasize differences between visible and non-visible stores. Figure 3 shows the

6. US Census Topologically Integrated Geographic Encoding and Referencing data can be collected here:
https://www.census.gov/geographies/mapping-files/time-series/geo/tiger-line-file.html

7. Microsoft US Building footprint data source and documentation on the data construction:
https://github.com/microsoft/USBuildingFootprints
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staggered roll out of bike share stations across both cities. The dashed lines represent the proportion

of docked bike share stations prior to our study period. We’ve scaled both trends to be relative to

the total number of stations in each network at the end of 2019. Boston underwent two significant

expansionary periods, in the summers of 2018 and 2019, where NYC had more gradual expansion

over the same time period.

Figure 3 — Boston and New York City underwent substantial bike share growth

We show the cumulative proportion of bike share stations observed in the Boston Bluebikes and New York

City Citibike bike share networks up to December 2019. Our study period is January 2018 through to

December 2019 as shown by the solid lines. Our study period observes a near-doubling of the total bike

share stations in Boston, and a near-one third increase in New York City. A new bike share station is

defined as a new unique set of coordinates where a bike station is observed.

Given the staggered-adoption nature of the treatment, we estimate our main results using

the Callaway and Sant’Anna (2021) group-time estimator.8 This group-time estimator accounts

for staggered treatment timing and avoids the “forbidden comparisons” problem that can bias

traditional two-way fixed effects estimators under heterogeneous treatment effects (Goodman-Bacon

8. While our main results are with Callaway and Sant’Anna (2021), we show robustness to a suite of other
group-time estimators in the online appendix, including the Two-way Fixed Effects estimator.
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2021; Borusyak, Jaravel, and Spiess 2021). The estimator recovers group-time average treatment

effects by retailer cohort, defined by the month and year of treatment, which we then aggregate

using the Callaway–Sant’Anna weights to obtain dynamic event-study and static average treatment

effects. As this estimator requires there to be at least one pre-period and one post-period, we use

only cohorts which are treated in the interior 22 of the 24 total months in our sample.

This approach relies on the following identifying assumptions. First, the path of firms, if

not treated, is parallel to the path of never treated firms (Callaway and Sant’Anna 2021). This

assumption is analogous to the TWFE DiD parallel trends assumption, but applies to the setting

with staggered adoption.9 Our event study results provide a testable framework for this assumption

by inspecting the preperiod coefficients (Rambachan and Roth 2023). The second identifying

assumption requires limited anticipation by retailers prior to being treated. We find some treated

retailer cohorts experience a dip in store visits in the month prior to treatment. This may be

explained by obstructions to traffic caused by the construction of the bike share station. While the

construction process is quite quick, the newer bike share stations use metal plates which are bolted

into the concrete and do not require excavating, these constructions are also triaged to be done

alongside with other sidewalk work, which can take weeks to complete. This process obstructs the

passerby channels and may limit the retailer’s exposure to the public. Specifications which do not

account for the anticipation will have artificially inflated coefficients as they are measured relative

to the period prior to treatment. Our group-time estimators allow for specifying the period the

coefficients are measured against, where we estimate relative to two months prior to treatment. As

a result, any “anticipation” or impacts in the month prior to treatment will be observed in the

estimated event study coefficient in the period prior to the bike share station opening.

9. We use the set of nearest-neighbor matched retailers as the never-treated firms as the controls in the main
specification, however we also show the results using the not-yet-treated firms in the online appendix, which leads to
the same conclusions. In addition, our set of retailers only contains retailers which are present for the entire duration
of the sample. We do not measure effects for retailers which enter or exit the market, which may be in response to the
newly added bike share stations.
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4.1 Constructing retailer visibility

Crucial to our focal analysis is a measure of how observable the retailer storefront is to passerby

traffic. We develop our visibility classification algorithm building on the approach taken by Bollinger

et al. (2022). This process is done in two steps. First the exact positioning of the storefront is

determined. A storefront is defined as the exterior of the building which contains visible information

about the retailer. Second, using the geospatial building data, we evaluate whether a set of sight

lines from the storefront to the bike station are impeded by any surrounding buildings. Given that

the bike share network is within the city, we assume that buildings are the main source of visibility

obstruction.

For a given retailer, we use geospatial building footprint data and its surrounding roadways to

determine the exact coordinates of the storefront.10 We start by identifying the building footprint

which envelopes the retailer coordinates. Then, we match the surrounding roadways with the street

address of the retailer. We draw the shortest path between the retailer and address matching

street. The point along this line which intersects the building’s footprint is then classified as the

storefront. As shown below in Figure 4, a straight line is drawn connecting the retailer centroid

with its corresponding roadway. The point along the exterior of the building intersected by the

straight line is set as the storefront.

10. Building footprint data is collected from the Microsoft US Building Footprints dataset, a dataset which uses DNNs
to outline building footprints from satellite images, https://github.com/microsoft/USBuildingFootprints. Roadway data
is taken from the US Census TIGER database, https://www.census.gov/programs-surveys/geography/guidance/tiger-
data-products-guide.html.
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Figure 4 — Classifying retailer storefront coordinates

The exact coordinates of the retailer storefront are determined by finding the point of intersection from the

retailer centroid and the enveloping roof print along the shortest line to the roadway which shares the same

street name as the retailer’s address. Our classified storefront is the point shown in the right panel as the

dark cyan dot along the border of the building.

We check whether the identified storefront is visible from the bike station. In order to do this,

we pad the bike share station’s coordinates by 5 meters. This is done to accommodate the size of

the bike station, as well as allowing for visible channels within the moments after a rider completes

a bike trip. This padding now introduces a set of sight lines where the storefront can be seen from,

rather than just one direct channel from bike station to storefront.11 We characterize the set of

sight lines between the bike station and retailer storefront with three lines: the direct line between

the two, and two tangent points from either side of the disc created by the bike station padding. If

any of these sight lines are unobstructed by a building, we classify the retailer as visible, otherwise,

the retailer is classified as being within-proximity of the bike share station, but not visible as there

is not a clear line of sight between the two. Therefore we define retailer visibility as a measure of

whether or not at least one of the three sight lines do not intersect another building.

11. The set of sight lines can be thought of as an infinite number of lines from within the bike station disc, point
padded by 5 meters, converging to a point we deem to be the storefront.
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We determine the three representative sight lines by solving for the intersection of two discs; the

padding disc around the bike station, and a disc centered at the storefront with radius equal to

the distance to the bike share station. As shown in Figure 5, our tangent sight lines are described

by the intersection points of the two discs. The direct sight line is described by truncating the

station-end of the line at the 5 meter buffer.12

Figure 5 — Constructing sight lines based on intersection of two discs

We determine the sight lines by solving for the points of tangency on either side of a disc with a radius of

five meters centered on the bike share station. The larger, partially shown disc with the dashed line, is

centered on the storefront’s coordinates with radius equal to the distance between the storefront and bike

share station. The intersection of the bike share station and its surrounding disc give define the endpoint

for the third central sight line. We rely on this algorithm to provide the exact sight lines which span the

entire area where the storefront can be seen from the bike share station, while also performing a minimal

number of spatial checks.

Our process is completed for each retailer-station pair which are within 100 meters of each other.

If at least one sight line does not intersect a nearby building, then the retailer is classified as visible.

If all the sight lines are obstructed, than the retailer is classified as being non-visible, but still within

12. We rely on the {sf} R package (Pebesma 2018) for these operations. This geometric representation to describe
the sight line drastically reduces the number of calculations required to verify unobstructed sight lines as it removes
the need to check whether a building intersection occurs past the bike station.
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close proximity, from the bike share station. The remaining retailers which are outside 120 meters

of any bike share station are eligible to be classified as control firms.13

Figure 6 — Examples of a visible and non-visible retailer

A retailer storefront is classified as visible from the bike share station if there exists any unimpeded sight

line between the area around the bike share station and the storefront. The area around the bike share

station is represented by the small disc (in dark orange). the storefront is the single point which the sight

lines radiate from. The storefront location is determined following our algorithm specified in the text. We

construct three sight lines, intersecting the two tangent points of the disc, and the midpoint of the disc.

If any of these lines do not intersect a building (shown in blue gray) we classify the storefront as visible.

Sight lines which are impeded by a building are colored gray, unimpeded sight lines are black. In the above

diagram the left example is classified as non-visible and the right example is classified as visible.

Figure 6 shows two examples of retailers which are visible and not visible from the bike share

station. The left panel shows a retailer where the bike station is located around the side of the

building where the sight line is obstructed. Although the station is close to the storefront, it is not

visible for riders who have completed their trip. The right panel shows a visible retailer where there

are unimpeded sight lines from the storefront to the station.

Retailers are then classified into one of three groups; Visible Storefronts, Non-visible Storefronts,

and Untreated Storefronts. The first being visible from a bike share station, as shown in the right

13. While treated retailers must be within 100 meters of a bike share station, we use being outside 120 meters as a
threshold for control firms to help with spatial-SUTVA concerns.
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panel. The second being within a 100 meters proximity of the bike share station, but not visible, as

shown in the left panel. The third group are retailers outside of a 120 meters radius of any bike

share station; the additional 20 meters is added to be conservative with firms that are on the margin

of being inside the 100 meters threshold. These are retailers which are not treated are eligible to

be used as controls for the treated retailers. Importantly, the control firms must have never been

treated by a bike station, which includes prior to the sample period of 2018. Any retailer which was

treated prior to 2018 is dropped from the sample.

After completing the storefront visibility classification algorithm, each retailer was manually

checked for the following edge cases: (1) when the retailer is located on a street corner and there

may be two visible sides to the building, (2) whether the building footprint has overhanging features

which are not representative of the building’s walls, (3) whether the storefront is not on the same

street as the retailer’s street address.14

4.2 Matching retailers

To isolate the treatment effect from other unobserved factors which may be occurring during the

bike share expansions, we identify the most similar retailer not impacted by the bike share expansion.

We do this with coarsened propensity score matching. For each city, we restrict the control firms

to be located within a 1000 meter radius of the exterior hull of bike stations. This is done so that

control firms are likely to face similar non-bike station demand shocks as the treated stations. As

mentioned above, we remove all retailers within 120 meters of a pre-existing bike share station. This

is done to ensure that no firms used in the analysis are experiencing effects from being treated prior

to the sample. The area we are left with for candidate nearest-neighbor control retailers is shown in

Figure 7, where pretreated areas are “punched" out of the shaded area on the maps of both cities.

14. The visibility verification process was completed by rendering a map of the storefront classification for each
impacted retailer by a bike share station. For any of the classifications which may fall into one of the three issues
described above, the classification was verified and updated using Google Street View.
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Table 1 — Summary statistics

Visible Retailers Non-Visible Retailers Control Retailers

Monthly Retailer Visits
Mean 262.99 256.32 294.51
10th Percentile 29 32 33
Median 183 183 220
90th Percentile 2400 2009 2384
SD 277.26 248.46 271.19
Number of Firms 356 201 557
Number of Observations 8544 4824 13368

Figure 7 — Eligible area of analysis after removing areas treated before 2018

(a) New York City (b) Boston

We determine the study area by extending the concave hull around all bike-share stations and extending this

boundary outward by 1,000 meters. We choose a concave hull because it closely follows the real shape of the

station network, includes only retailers that are within the exterior to new stations. We then remove any

areas located within 120 meters of an existing (pre-treatment) station to prevent retailers already exposed

to bike-share activity from entering the sample. This approach ensures that the retained retailers are those

newly exposed to bike share while maintaining sufficient spatial coverage around the new installations.
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We find the nearest neighbor to a treated retailer with coarsened propensity score matching.15

Matches are restricted to share the same retailer category group. We define the retailer groupings

which we match on by the NAICS codes as presented in Table 2. In addition, if the treated retailer is

part of a franchise or chain with multiple locations, we perform exact matching on the location name

(i.e. McDonalds matched to a McDonalds, Starbucks matched to a Starbucks). Exact matching on

the retailer group, and location name get us the set of candidate matches for each treated retailer.

From this set, we select the control firm which has the closest propensity score when estimated on

the average store visits in the three months leading up to treatment, and the location of each firm.16

Of the total set of 1,452 places which are located in the eligible areas of Boston and NYC, 1,440

were matched. Of these 1,440 matched places, we removed those which had monthly visits falling

above the 99th percentile of what is observed in our data, primarily sports stadiums, grocery stores,

and parks. We also removed others that are not retailers, for example schools and airports. This

leaves a final dataset of 840 treated retailers. We then remove the set of retailers which we observe

to not be active during the entire sample.17 This leaves us with a sample of 557 retailers. The

summary statistics for the matched dataset are shown in Table 1. The average retailer has around

260 store visits per month.

5 Results

We begin by presenting descriptive evidence to motivate our empirical design. Figure 8 plots average

monthly visits for treated and control retailers in event time. We assign control firms the treatment

dates of their treated nearest neighbor firm. Panel (a) presents the raw averages. While treated

retailers appear to have higher visits before treatment and lower visits afterwards, these trends

are confounded by the sample composition changing over time. Larger, more frequently visited

15. The nearest-neighbor coarsened propensity score matching process is completed using the {MatchIt} package in
R (Ho et al. 2007).

16. We perform the matching on a group-time basis where groups are defined by their first period of being treated.
This allows for computing the pseudo-monthly visits for the three months leading up to the month which the cohort
group is treated for all the control firms.

17. We infer whether a store was not present in their location throughout the entire sample by using images collected
from Google Street View’s “see more dates” feature, which allows us to see archival versions of the storefront. A
retailer was determined to not be in its location if the Google Street View image showed a different retailer, or vacant
property any time between 2018 and 2019.
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Table 2 — Retailer category mapping rules

Retailer Category NAICS Codes / Naming Rule

Coffee 722515
location name contains “coffee”, “dunkin”, “starbucks”, or “cafe”

Convenience 447110

Grocery 445110, 445120, 452311, 452319

Miscellaneous 453210, 453220, 453910, 453991, 453998

Fast Food Restaurant 722513

Full-Service Restaurants 722511

Retail 441310, 441320, 442110, 442210, 443142, 445210, 445291, 445292,
445299, 445310, 446110, 446120, 446130, 446191, 446199, 448110,
448120, 448130, 448140, 448150, 448190, 448210, 448310, 451110,
451120, 451211, 452210, 453310, 811111, 811118, 811121, 811191,
811192, 811198

firms tend to be treated later in the sample and lead to an overall decline in visits. This change

in composition and treatment effect size over time further suggests the need for the Callaway

and Sant’Anna (2021) estimator to handle heterogeneous treatment effects across time. Panel (b)

de-means visits at the firm level by subtracting each retailer’s preperiod average monthly visits.

Once standardized, treated and control retailers show parallel trends prior to treatment and diverge

after bike share station openings, highlighting a gain from increased passerby traffic.
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Figure 8 — Average monthly visits in event-time

(a) Average monthly visits (b) Standardized monthly visits

Average monthly retailer visits for the set of treated and control retailers. Panel (a) shows the overall raw

average monthly visits across the two groups. Panel (b) subtracts off the firm-level average visits during

the preperiod.

5.1 Bike share station openings and retail traffic

Following Callaway and Sant’Anna (2021), we estimate the group-time average treatment on the

treated. We follow the notation used in the literature. For units first treated in period g, the

group-time ATT at time t ≥ g is defined as,

ATT (g, t) = E [Yt(1) − Yt(0) | G = g] ,

where Yt(1) and Yt(0) denote potential outcomes with and without treatment, and G = g is the

cohort first treated in period g. To summarize effects over time and groups, we aggregate these

group-time treatment effects into an overall dynamic ATT,

ATT (t) =
∑
g≤t

wg · ATT (g, t),

where wg are weights reflecting the relative size of each cohort. Our dynamic ATT estimates allow

us to trace out the treatment effects relative to the treatment period, similar to an event-study.
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We also report a static (overall) ATT by aggregating group-time effects:

ATT =
∑

g

∑
t≥g

ωg,t ATT (g, t), ωg,t ≥ 0,
∑

g

∑
t≥g

ωg,t = 1,

where ωg,t are aggregation weights (e.g., observation-weighted by cohort size and exposure time).

The static estimates are interpretable as the overall average treatment on the treated coefficient in

the post period, accounting for the staggered adoption.18

The main effects are shown in Table 3, which are the group-time ATT aggregated across post

periods using our never-treated matched retailers as controls. We find that retailers which are within

100 meters of a bike share station see an additional 9.94 monthly visits following the expansion of a

bike share station.19 This effect is larger for the subset of retailers which have storefronts visible

from the bike share station. We fail to find any statistical evidence of an effect for non-visible

storefronts. This provides two findings. Retailers do benefit from the increased passerby traffic

brought by bike share stations, and that the lift appears to be going to retailers whose storefronts

are visible from the bike share station.

Table 3 — Static main model coefficients

term Overall Effect Visible Storefront Non-Visible Storefront

treatPost 9.94∗∗∗ (3.85) 11.55∗∗ (5.35) 5.60 (5.47)

∗p < 0.1; ∗∗p < 0.05; ∗∗∗p < 0.01.

SE in parentheses. Static coefficients shown applying the Callaway and

Sant’Anna (2021) static aggregation method.

We then look to the dynamics felt by retailers in the months following the bike share expansion.

This is shown in Figure 9 with the Callaway and Sant’Anna (2021) aggregated group-time dynamic

event study coefficients. The pre-treatment coefficients are small and statistically indistinguishable

from zero, supporting the no-anticipation and parallel trends assumptions.

18. We implement the estimator and construct the dynamic and static ATT coefficients using the {did} R package
(Callaway and Sant’Anna 2021).

19. As is standard with this method, we do not report a goodness of fit measure as the group-time estimators are a
weighted average different regression models for each cohort.
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Positive coefficients begin to emerge at four months after station openings and reach their peak

(and statistical significance) at six months where they are stable through twelve months. At twelve

months after the station opens, treated retailers experience approximately 21 additional monthly

visits, representing an 8% increase relative to pre-treatment means.20

Figure 9 — Retail lift in monthly retail visits following entry of bike share stations

We regress monthly store visits on the set of event time dummies and aggregate across treatment cohorts

following Callaway and Sant’Anna (2021). Control retailers are constructed by finding the nearest-neighbor

retailer to each retailer which experienced a new bike share station within 100 meters of their location.

Ranges represent 95% confidence intervals, and the dashed line indicates event time -0.5, the change

between the pre and post period. Coefficients are estimated allowing for one period of anticipation to

capture any impacts from the construction of the bike share station. The overall ATT is 9.94, and results

reach a steady state of 20.8 six months after treatment ÂTTES(6) = 20.83. The average ATT in periods 6

through 12 is 28.7.

We explored why it takes six months for our estimates to reach their steady-state. The temporal

pattern of these effects closely mirrors the adoption curve of bike share ridership. We estimate

the average trips taken per month following a station’s opening for all stations which provide the

treatments to the retailers in our sample, using the following regression for each station i in month

20. With an ÂTTES(6) = 20.83 we divide by the average number of visits for treated retailers, 260.58, to get a
7.99% increase.
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t with month-year fixed effects γt:

Monthly bike tripsit =
12∑

k=0
βkDk(i,t) + γt + εit (1)

This is the regression analogue to taking the average number of trips per station in event-time

while controlling for seasonality with the month-year fixed effects. The coefficients βk trace out the

dynamics in which users begin using the new bike share stations. In Figure 10 below, we observe

that it takes up to six months before a new station reaches its peak popularity on average. This

trend may be driven by the time required for the stations to be observed by bike share users, and

also due to seasonality, in which stations which are placed in the summer and fall do not become

well-visited until the following spring as ridership falls in the winter months. With the majority of

stations sited in the summer and fall months, we get this overall trend where visits on average take

five to six months to reach their steady state, reinforcing the interpretation that increased passerby

flows mediate the retail demand spillovers.

Figure 10 — Average monthly completed bike share trips relative to station open

We regress the monthly number of completed bike trips on the set of event time dummies following the

station opening. We control for the month-year fixed effects, and standard errors are clustered at the station

level. Stations are only included in the regression if they are found to treat one of the retailers in our study.

We find that it takes six months for the bike station ridership to reach its peak number of rides.
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5.2 The role of storefront visibility

Our central research question is whether retailers benefit merely from being located near new

passerby traffic, or whether they must also be visible from that traffic. Figure 11 splits treated

retailers by whether the storefront is visible or not from the bike share station. We find strong

evidence that retailers which are visible to the passerby traffic contribute almost the entire main

effect. Taking into account the dynamics, the average ATT for visible firms settles at 26.5, which is

10.08% above the average visits for treated visible firms, and 10.8 for non-visible retailers, which is

4.2% above the average visits for the treated non-visible firms.21 In the visible-storefront sample,

we observe a distinct dip in visits in the period preceding station installation, consistent with

construction temporarily impeding access. This pattern is not evident among non-visible storefronts.

This decline is also consistent with a central role of visibility, as these locations are by definition

positioned along the sightlines where bike-share stations and associated construction activity would

most directly affect traffic if visibility played a central role.

21. Calculated as ÂTTV (6) = 26.5/262.99 = 0.1008, ÂTTNV (6) = 10.77/256.32 = 0.042.
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Figure 11 — Visible and non-visible retail lift in monthly retail visits following entry of
bike share stations

We split the treated retailers into two groups based on whether the treated retailer is visible from the bike

share station. The Visible Storefront retailers are those with an unimpeded sight line to the bike share

station. The Non-Visible Storefront are retailers which have a bike share station within 100 meters, but

the sight line to the bike share station is impeded. Ranges represent 95% confidence intervals, and the

dashed line indicates event time -0.5, the change between the per and post period. Dynamic coefficients are

aggregated following Callaway and Sant’Anna (2021) dynamic weights. Coefficients are estimated allowing

for one period of anticipation to capture any impacts from the construction of the bike share station.

In the online appendix, we document robustness to alternative group time estimators including

Borusyak, Jaravel, and Spiess (2021), Gardner (2022), Roth and Sant’Anna (2023), and Sun and

Abraham (2021).22 One concern is that the set of treated retailers are different from the set of

control retailers. We first use coarsened propensity score matching to find the nearest twin retailer

to each treated firm. In addition, we repeat the analysis using the not-yet-treated retailers as

22. We leverage the {did2s} R package (Butts 2021) to run the alternative group-time estimators.
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controls. This specification rules out any unobserved differences in the treated and control retailers

which could be driving the results, as all the not-yet-treated retailers do receive treatment. Finally,

we show the set of results using retailers which were found to have entered, exited, or were never in

the location during our sample period. Our main analysis removes these firms, however we reach

similar economic takeaways when we keep these firms in the sample. Statistically, these estimates

are attenuated which we believe to be due to the fact that firms which were not present are unable

to absorb any of the increase in passerby traffic.

Visibility is likely correlated with distance. Therefore, it is possible that the results described

above are not driven by the the sight lines but simply being closer to the station which leads to

an increase in visits. In Figure 12 we show the event study ATTs for different distance thresholds,

showing within each distance category, the visible retailers out perform the non-visible retailers.

5.3 Visual features of storefronts and store visits

Our main results show that the lift felt by retailers are driven by the firms which have an unimpeded

sight line to the bike share station. In order to support our proposed mechanism that it is visibility

per se that causes the increase in store traffic, we next look at specific features of storefront signage.

While academic research on the importance of storefront signage has been described as scarce

(see, e.g., Lecointre-Erickson et al. (2024) and Pantano, Priporas, and Foroudi (2019)), it is widely

regarded as critical in industry reports. Best-practice guidelines emphasize that signage must be

clean and well-maintained, as cluttered or dirty signs reduce consumer trust and can even deter

store entry (International Council of Shopping Centers 2019). Signs must also be easy to read, using

large fonts, strong contrast, and adequate lighting to ensure legibility from a distance (Humble Sign

Co. 2021). Effective signage should be informative to the consumer, clearly communicating what

the store offers and aligning with consumer expectations, so that passersby can make quick decisions

about whether to enter (Explorer Research 2020; LSI Industries 2020). Finally, in the context of

restaurants, but also likely applicable to retailers more generally, the area outside the storefront

should be kept clean to make the area inviting to potential customers Brown (2003).

Observed consumer choices reveal preferences for different storefront features. We test how
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well these features work at converting passerby traffic into store visits by using the variation in

passerby traffic from the bike share expansions. This analysis informs the broader service scapes

literature (Bitner 1992) in addition to our primary goal of assessing the impact of visibility, rather

than proximity, in causing store traffic.

Figure 12 — Visible and non-visible retail lift in monthly retail visits following entry of
bike share stations by distance group

Coefficients are presented by splitting treated retailers into 20-meter distance groups based on their distance

to the nearest bike share station. Treated retailers are further divided into two visibility groups. The

Visible Storefront group includes retailers with an unimpeded sight line to the bike share station. The

Non-Visible Storefront group includes retailers located within 100 meters of a station but where the sight

line is obstructed. Points represent the estimated static treatment effects and ranges show the 95 percent

confidence intervals.
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We collect the following features: (1) whether the storefront is informative and easy to see; (2)

whether the font used is readable; and (3) whether the storefront is kept clean.23

Storefront images were hand collected from Google Maps and classified for containing specific

features by two trained research assistants. Retailers with uninformative storefronts appear in about

25% of cases, and difficult-to-read fonts in 16%. Storefronts which are not kept clean appear in 10%

of cases. Examples of storefronts with each of the categorized features are shown in Figure 13.

Figure 13 — Storefront visibility feature examples

(a) Uninformative Storefront (b) Difficult to read font

(c) Storefront kept dirty (d) Informative, easy to read, and well-kept

Images were hand collected from Google Street View. A team of research assistants hand-coded storefronts

based on the set of visibility features.

We estimate the impact of each storefront feature independently by slicing the data to include

only firms which are coded to have that feature. We note that while it seems intuitive to include

23. We also collected the storefront color, whether the storefront contains graffiti, is behind scaffolding, whether the
retailer is a corner store, and the number of adjacent retailers. We did not find significance across these additional
visibility features. For scaffolding and graffiti we did not come across enough variation within the sample.
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visibility interaction terms with the difference-in-differences coefficient, we follow the recent staggered

difference-in-difference textbook by Chaisemartin and D’Haultfœuille (2025) as discussed in Section

6.4.1 with regards to estimating a heterogeneous ATT function.

“With variation in treatment timing, under Assumptions NA (No anticipation) and PT

(parallel trends) each stratum-specific TWFE regression estimates a weighted sum of

effects among the stratum’s treated groups, with weights that sum to one but may be

negative. If some weights are negative, one could have, say, that all groups in stratum 1

have a larger treatment effect than all groups in stratum 2, and yet the expectation of

the TWFE coefficient in stratum 1 is smaller than that in stratum 2” (Chaisemartin

and D’Haultfœuille 2025, p. 234).

Interacting TWFE with storefront features would not provide interpretable heterogeneous

effects in a staggered adoption setting, since strata estimates may be biased by negative weights.

Our approach of estimating feature-specific effects separately avoids this issue. This is also the

recommendation by Baker et al. (2025) in their recent difference-in-difference practitioner’s guide.

A parallel strand of research develops machine learning estimators that directly recover the function

mapping covariates to heterogeneous treatment effects in DiD designs, see Hatamyar et al. (2023),

but we leave this to future work.
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Figure 14 — Visibility feature coefficients

The red dotted line represents the overall static coefficient. Features are ordered within the variable, and

based on average treatment effect size. Each coefficient represents the static coefficient from a Callaway

and Sant’Anna (2021) regression on the subset of treated and their nearest neighbor control firms. Axis

limits are set to ±40 to show differences across coefficients, while truncating some of the larger error bars.

Shown in Figure 14, we estimate Callaway and Sant’Anna (2021) on each subset of firms and

aggregate the coefficients to the static ATT. The red dashed line shows the overall ATT as a

baseline. Coefficients are best interpreted relative to the average treatment effect on the treated

within the visibility measure of their group, meaning coefficients to the left of the red dashed line

are under-performing relative to the average treated firm.

Figure 14 documents that storefronts which are dirty, have difficult to read, or uninformative

signs, do not appear to increase store traffic overall. When we split the effects across visible and

non-visible retailers, we find that the effects are stronger for the features which convey information
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when the storefront is visible, though results are not statistically significantly different from each

other.

The overall patterns suggest visible storefronts are more likely to increase store traffic when

they are high quality, as defined by a clean area with an easy to read or an informative sign.

One coefficient however, is negative, large, and of marginal significance suggesting that visible

uninformative retails signs may have a negative effect on traffic (b = -17.11, se=10.51, t = 1.63).

Firms in this group may be made worse off from the bike share stations, perhaps because their

usual consumers are being impacted from the increased congestion brought forward from the bike

share stations.

Taken together, our results suggest that there is a vital role in the storefront’s ability to

communicate information to the potential consumer. When it comes to capitalizing on new

passersby, it is the retailers which are able to communicate information about their store (as defined

by cleanliness, sign readability, and sign information) which are the ones who are able to draw in

the consumers. We interpret this to suggest that the storefront serves a marketing communications

role that provides a key mechanism underlying the literature’s emphasis on proximity.

6 Conclusion

The retailer location literature emphasizes the role of proximity in driving store traffic. Using

plausibly exogenous variation in passerby traffic from new bikeshare stations and combining store-

traffic data with street-level maps to calculate sightlines, we show that visibility helps explain the

proximity effect. This suggests that the link between high-traffic locations and store visits is not

solely about reduced proximity and increasing ease of access, but about observability in the sense

highlighted by Rogers (2003) and Bollinger et al. (2022). The storefront’s visual presence acts as a

marketing communications channel.

To causally isolate the effect of observability, we use a staggered difference-in-differences design,

using a shock to passerby traffic created by the expansion bike share networks in New York and

Boston. We link station installation timing with high-frequency mobile data and measure store

exposure via precise line-of-sight analysis. Our main estimates find retailers with clear visibility to
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the new stations experienced a significant and economically meaningful increase in foot traffic. To

support the claim that this is related to marketing communications, we document that this effect is

driven by informative signage, legible fonts, and well-kept storefronts.

We encourage readers to be cautious in generalizing from our results. We measure the impact

of a plausibly exogenous increase in foot traffic near retail stores as a result of new bike share

stations in two large U.S. cities. As such, we demonstrate that visibility matters in a particular case.

We do not claim that visibility matters more than proximity in other cases, such as when traffic

patterns are regular or foot traffic is rare. Thus, the findings should be interpreted as suggesting

that visibility affects store traffic in certain situations, rather than suggesting broader external

validity claims that visibility explains all or most of the proximity effects documented elsewhere.

Our results do suggest that store visibility is an important aspect of marketing communications.

While this has been implied in textbooks (Levy et al. 2004), research on store location has nevertheless

emphasized proximity. Store location is considered a ’place’ or distribution decision. We see our

results as a rigorously documented reminder of the interaction between distribution and marketing

communications, as defined by the visibility and features of the storefront.
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